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Table-Text Understanding

Sequential QA dataset (SQA) (Iyyer et al., 2017)



Recent Approaches 

● General Recipe
○ Step 1: Pretraining on text-table pairs 

■ Pretraining on existing table-text corpus (Wikipedia, ToTTo etc.):
● TaBERT (Yin et al., 2020)
● TAPAS (Herzig et al., 2020)
● StruG (Deng et al., 2021)

■ Data augmentation for pretraining 
● Intermediate pretraining (Eisenschlos et al., 2020)
● GRAPPA (Yu et al., 2021)
● TaPEx (Liu et al. 2022)

○ Step 2: Fine-tuning on specific dataset (e.g. SQA)



Problem 1: Non-Robust Modeling

Question: Of all song lengths, which one is the 
longest?
Gold Answer: 5:02

Title Producers Length
Screwed Up Mr. Lee 5:02

Smile Sean T 4:32
Ghetto Queen I.N.F.O. & NOVA 5:00
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Problem 1: Non-Robust Modeling

Question: Of all song lengths, which one is the 
longest?
Gold Answer: 5:02
TAPAS Predicted Answer: 5:00

Title Producers Length
Screwed Up Mr. Lee 5:02

Smile Sean T 4:32
Ghetto Queen I.N.F.O. & NOVA 5:00

Model is not robust to row/column order changes!

Accuracy drops from 66.8 to 60.5 on SQA dataset after perturbation.

Title Producers Length

Smile Sean T 4:32
Ghetto Queen I.N.F.O. & NOVA 5:00
Screwed Up Mr. Lee 5:02

TAPAS Predicted Answer After 
Perturbation: 5:02



Problem 2: Lack of Structural Biases

Question: Which nation received 2 silver medals?
Gold Answer: Spain, Ukraine
TAPAS Predicted Answer: Spain

Nation Gold Silver Bronze

Great Britain 2 1 2

Spain 1 2 0

Norway 1 0 0

Ukraine 0 2 0
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Problem 2: Lack of Structural Biases

Question: Which nation received 2 silver medals?
Gold Answer: Spain, Ukraine
TAPAS Predicted Answer: Spain

Nation Gold Silver Bronze

Great Britain 2 1 2

Spain 1 2 0

Norway 1 0 0

Ukraine 0 2 0

Output contents of the same rows in “Nation” column



TableFormer 
Robust Table+Text Modeling



Table-Text (Relative) Attention Bias Types
Question: Which nation received 2 silver medals?

Nation Silver
Spain 2

Norway 0
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Table-Text (Relative) Attention Bias Types
Question: Which nation received 2 silver medals?

Nation Silver
Spain 2

Norway 0
Ukraine 2

…which nation received 2 … Nation Silver Spain 2silver medals

Query Table

Relative Attention:
● Header to Sentence
● Cell to Sentence
● Cell to Column Header
● Same Row
● …

…which nation received 2 … Nation Silver Spain 2silver medals



Transformer (Vaswani et al. 2017)

Linear Linear Linear

MatMul
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TableFormer (our work)

Learnable Table-Text 
Attention Bias Matrix (13 
types of attention biases)

Linear Linear Linear

MatMul

MatMul

Scale

SoftMax

Q K V



Table-Text (Relative) Attention Bias Types

Attention  Bias Type

header to sentence 

cell to sentence 

cell to its column header

same row bias

same column bias

… …
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Results



Experimental Setup

1. Reasoning Tasks
a. Wikipedia Table based QA
b. Table and Text Entailment 

2. Evaluation Settings and Metrics
a. Accuracy in Standard Evaluation
b. Accuracy in Perturbation Evaluation: Randomly shuffle rows and columns of tables on test set 

without changing table contents
c. Variation Percentage (VP) after Perturbation:

VP = # incorrect predictions that were corrected + # correct predictions that became incorrect

# total



Table-based Sequential QA: SQA (Iyyer et al., 2017)



Results on SQA (Table-based Sequential QA)
SOTA

Better overall performance with new SoTA!



Results on SQA (Table-based Sequential QA)

Invariant to perturbations which affect previous approaches!



Results on SQA (Instance-level Robustness)

Variation Percentage (VP) after Perturbation

TableFormer prediction is strictly robust to perturbations in the instance level!

TAPAS TableFormer
Large 15.1% 0.0%

Large + Intermediate Pretraining 10.8% 0.0%

VP = # incorrect predictions that were corrected + # correct predictions that became incorrect

# total



Table-based Complex QA: WikiTableQuestions (Pasupat et al., 2015)



Results on WTQ (Table-based Complex QA)

Better overall performance 



Table-Text Entailment: TabFact (Chen et al., 2020)



Results on TabFact (Table-Text Entailment)

Better overall performance on wide range of tasks 



Results on TabFact (Table-Text Entailment)

Invariant to perturbations which affect previous approaches!



Model Size Comparison

Number of parameters

TAPAS Base 110 M

TableFormer Base 110 M - 2*512*768 + 12*12*13 = 110 M - 0.8 M + 0.002 M

TAPAS Large 340 M

TableFormer Large 340 M - 2*512*1024 + 24*16*13 = 340 M - 1.0 M + 0.005M

Better Performance with even fewer parameters!



Experiment: Augment training data using {1, 2, 4, 8, 16} perturbations

TableFormer v.s. Perturbed Data Augmentation

Perturbed data augmentation can improve robustness to some extent, 
but the performance is still worse than TableFormer.



TableFormer v.s. Perturbed Data Augmentation
Experiment: Augment training data using {1, 2, 4, 8, 16} perturbations

Model Variation Percentage

TAPAS 14.0%

TAPAS 1p 9.9%

TAPAS 2p 8.4%

TAPAS 4p 8.1%

TAPAS 8p 7.2%

TAPAS 16p 7.0%

TableFormer 0.0%

TableFormer has strict robustness in the instance level, while 
perturbed data augmentation do not have such a guarantee.



TableFormer Attention Bias Ablation Study

 SQA dev result ALL SEQ
 TableFormer base 62.1 38.4
  - same row bias 32.1 2.8
  - same column info 54.5 29.3
  - cell to its column header 60.7 36.6
  - cell to sentence 60.5 36.4
  - header to sentence 61.1 36.3

Same row and column biases are the most important to encode table structures.
Cell/header to sentence biases could help better table-text alignment.



● Structural attention biases in TableFormer help understand tables with relative 
attention and smaller model size.

● Current table encoding methods are not robust to table row and column order 
perturbation, while TableFormer is guaranteed to be robust to such perturbation.

● TableFormer has advantages over augmenting training data by row and column 
perturbation.

Takeaways



Thank You!


