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(DRS) Semantic Parsing  
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Problem and Question 

● Annotating meaning representations is expensive, often requiring experts’ 
(linguistists) domain knowledge.

● Limited meaning representation data annotated in languages other than 
English.

● What does it require to train a semantic parser on English annotated data, and 
test (use) it on other languages? (Zero-shot Cross-lingual Semantic Parsing)

● Pretrained Large-scale Multilingual models (mBERT, XLM, XLM-R etc.)?

● What else?



Prior Work on Cross-lingual Semantic Parsing
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● Parallel Corpus, Machine Translation, Projection
Padó and Lapata, 2005; Damonte  and  Cohen,  2017;  Zhang  et  al.,  2018; Xu  et  al.,  2020

● Parameter-Shared Neural Models 
○ Cross-lingual word embeddings

Zhu et al., 2020;  Li et  al., 2020;  Oepen  et  al., 2020

○ Large-scale pretrained multilingual models 
Duong et al., 2017; Susanto and Lu, 2017; Mulcaire et al., 2018; Hershcovich et al., 2019; 
Cai and Lapata, 2020



6 DRS Semantic Parsers tested on 3 Languages (trained on English)

German (PMB 2.1) Italian (PMB 2.1)

Dutch (PMB 2.1)

Sequential Encoder / Tree Encoder (TreeLSTM)

Sequential Decoder / Coarse2fine Decoder (C2F)

Cross-lingual Word Embeddings / 
Large-scale Pretrained Multilingual Model (XLM-R)



Universal Dependency as Language-Independent Features

German (PMB 2.1) Italian  (PMB 2.1) Dutch  (PMB 2.1)

German (PMB 3.0) Italian  (PMB 3.0) Dutch  (PMB 3.0)

Universal Dependency helps a lot !



Universal POS Tags as Language-Independent Features

German (PMB 2.1) Italian (PMB 2.1)

Dutch  (PMB 2.1)

Universal POS tags also help.



Model Efficiency Comparison

Simple coarse2fine decoding parsers with UD have competitive performance and much 
higher efficiency  compared with the large pretrained multilingual model.



Why Does Universal Dependency Help a Lot?

Although a parser could understand the coarse meaning of the whole sentence 
without UD, it struggles with understanding some lexical-level meaning. 

However, it successfully identifies “schläfrig” as the event, based on its UD relation 
tag “root”.



Thank you!
Project Page:

Project Link: 
https://github.com/GT-SALT/Multilingual-DRS-Semantic-Parsing


